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ABSTRACT: The liver is one of the most vital organs in the human body, essential for survival as it influences nearly
every other organ. Liver diseases, which can be classified into diffuse liver diseases and focal liver diseases, have
diverse causes and often exhibit symptoms only in advanced stages, complicating early diagnosis. Although current
liver disease detection techniques—such as laboratory tests, radiological studies, and biopsies—are available, there is a
pressing need for more accurate and early detection methods. This paper proposes an automatic liver disease detection
system based on computed tomography (CT) and magnetic resonance imaging (MRI) scan images. The system begins
with a pre-processing step that enhances and reduces noise in CT and MRI dataset images using a median filter. The
manual segmentation of liver lesion regions is achieved through thresholding. A comparative analysis is performed on
selected classification algorithms, including Support Vector Machines (SVM),Random forest and Naive Bayes
classifiers, for liver disease detection. Ultimately, the system enables automatic liver disease detection using a deep
neural network, demonstrating potential for improved diagnostic accuracy and earlier detection.

KEYWORDS: Machine Learning, Liver Disease, Deep Learning, Segmentation, Classification, Real-Time
Diagnostics,.

1. INTRODUCTION

In the realm of modern healthcare, the integration of advanced imaging analysis with machine learning heralds a
transformative shift in the early detection of liver diseases. The liver, a vital organ central to metabolic and
physiological functions, is vulnerable to a wide range of disorders that often remain undetected until reaching critical
stages. Conventional diagnostic techniques such as laboratory tests, radiological imaging, and biopsies have long been
the cornerstone of hepatic assessment, yet they frequently fall short in enabling timely intervention. By harnessing
cutting-edge technologies like machine learning and deep learning, this traditional diagnostic paradigm evolves into a
data-driven, precision-oriented endeavor, offering enhanced accuracy and early diagnosis. Machine learning algorithms
meticulously analyse extensive datasets of computed tomography (CT) and magnetic resonance imaging (MRI) scans,
extracting intricate patterns and correlations that may elude the human eye. These models, trained on carefully pre-
processed and segmented liver images, employ sophisticated feature extraction methods such as GLCM, LBP, and
SFTA to identify subtle textural variations linked to diverse liver conditions, including hepatocellular carcinoma,
cirrhosis, hepatic cysts, and hepatic steatosis. Through comparative studies of classification techniques like Support
Vector Machines (SVM), Random Forests, and Naive Bayes, the most effective predictive models can be identified,
laying the groundwork for improved diagnostic strategies. The fusion of medical imaging and machine learning holds
immense promise for enhancing diagnostic precision, streamlining clinical workflows, and enabling early interventions
that can significantly improve patient outcomes. By providing clinicians with actionable, data-driven insights, this
technology reduces reliance on invasive procedures, minimizes diagnostic uncertainty, and facilitates timely therapeutic
decisions. Moreover, the deployment of deep neural networks capable of automated liver disease detection represents a
critical step toward realizing a future where early, accurate, and accessible diagnostics become standard practice.
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II. EXISTING SYSTEM

The current landscape of liver disease detection systems encompasses a wide range of diagnostic techniques, each with
inherent limitations and challenges that hinder early and accurate detection. Despite advancements in medical imaging
and computational analysis, existing systems often struggle to deliver precise, accessible, and reliable diagnostic
support, leaving critical gaps in clinical workflows and delaying effective treatment. A significant limitation lies in the
heavy reliance on conventional diagnostic methods such as blood tests, radiological imaging, and invasive biopsies.
While effective, these methods can be time-consuming, expensive, and often detect liver diseases only at advanced
stages, reducing opportunities for timely intervention. Manual interpretation of CT and MRI scans further compounds
the problem, as it is highly dependent on the experience and expertise of radiologists, leading to inter-observer
variability and diagnostic inconsistencies. Another issue is the limited application of machine learning in current
systems. Many traditional diagnostic tools lack automated feature extraction and predictive modeling, resulting in
suboptimal diagnostic accuracy compared to modern ML techniques such as Support Vector Machines (SVM),
Random Forest, and deep Convolutional Neural Networks (CNNs). The absence of robust data driven approaches
impedes the identification of subtle image patterns that are crucial for early stage disease detection. Even in systems
where ML has been applied, performance is often constrained by limited or unbalanced datasets that fail to capture the
diversity of liver diseases and imaging conditions. Existing systems also face the challenge of inadequate scalability
and interoperability. Many tools are designed as standalone applications that do not integrate seamlessly with hospital
information systems (HIS) or picture archiving and communication systems (PACS), creating inefficiencies in clinical
workflows. Additionally, solutions that rely on specialized hardware or high-end 15 Early Detection of Liver Disease
Using Machine Learning and Predictive Analysis computing resources face adoption barriers, particularly in resource-
limited settings, where access to advanced diagnostic tools may be constrained. User-friendliness is another concern, as
some systems require significant technical expertise to operate effectively. Complex interfaces and steep learning
curves reduce their practical utility for clinicians, especially in high-pressure environments. Furthermore, many
solutions lack comprehensive performance benchmarking and transparency, making it difficult for healthcare providers
to trust and adopt them in routine practice. Lastly, there is considerable redundancy in the development of liver disease
detection systems, with many approaches reiterating established methods without introducing substantial innovation.
This repetition delays progress toward more effective, scalable, and accessible diagnostic solutions. The lack of
explainability in some Al-based systems further erodes clinical trust, as physicians are often hesitant to rely on “black
box” predictions without interpretable reasoning. In summary, while existing liver disease detection systems have
established a foundation for integrating technology into medical diagnostics, they remain constrained by invasive
methods, manual interpretation challenges, limited use of advanced machine learning, inadequate datasets, lack of
scalability, hardware dependencies, usability issues, and insufficient innovation. Our proposed system seeks to address
these gaps by leveraging powerful ML and DL techniques, large and diverse datasets, explainable AI models, and user-
friendly interfaces to deliver accurate, early, and accessible liver disease diagnosis, ultimately improving patient care
and clinical outcomes.

III. PROPOSED SYSTEM

The proposed research focuses on developing an integrated liver disease detection system utilizing advanced machine
learning (ML) and deep learning (DL) techniques. By leveraging a dataset of CT and MRI images representing multiple
liver conditions, the project employs traditional ML classifiers such as Support Vector Machines (SVM), Random
Forest, and Naive Bayes, trained on texture features including Gray-Level Co-occurrence Matrix (GLCM), Local
Binary Patterns (LBP), and Segmentation-based Fractal Texture Analysis (SFTA). These models enable accurate and
efficient classification of liver diseases, while a deep Convolutional Neural Network (CNN) is incorporated to perform
automated end-to-end image analysis, learning rich hierarchical features directly from data. Together, these
complementary approaches achieve high diagnostic accuracy, offering the potential for early detection and improved
patient outcomes. A significant advancement in our system is the combination of multiple feature extraction methods
with both machine learning and deep learning models, ensuring robust performance across diverse imaging datasets.
Unlike conventional diagnostic methods that rely heavily on manual interpretation, our approach leverages a large,
curated dataset of segmented CT and MRI images, capturing variations in lesion morphology, tissue texture, and
disease presentation. This enables the model to learn subtle patterns that are often difficult for human observers to
detect, ultimately reducing diagnostic delays and errors. The proposed system emphasizes accessibility and scalability,
eliminating the need for costly, specialized hardware or highly invasive procedures. It is designed to integrate
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seamlessly into existing healthcare workflows, offering clinicians a reliable, non-invasive tool for fast and accurate
liver disease diagnosis. A user-friendly interface has been developed to facilitate easy image upload, prediction
visualization, and comparative model performance analysis, ensuring the system’s practicality in real-world clinical
settings. 17 Early Detection of Liver Disease Using Machine Learning and Predictive Analysis In terms of
performance, preliminary evaluations demonstrate that the combination of ML classifiers with handcrafted features and
CNN-based deep learning models provides superior diagnostic accuracy compared to traditional methods. By
supporting early detection and enabling timely interventions, the system has the potential to improve treatment
outcomes and patient survival rates significantly. Furthermore, this technology empowers radiologists and healthcare
providers by providing actionable, data-driven insights, ultimately reducing diagnostic uncertainty and enhancing
overall clinical decision-making. The key benefits of the proposed model are numerous. Firstly, it supports clinicians in
diagnosing liver diseases earlier and with greater accuracy, minimizing the reliance on invasive tests. Secondly, it
enhances time efficiency, providing rapid predictions that facilitate prompt therapeutic decisions. Thirdly, the
integration of ML and DL models offers a balanced and reliable framework for classification, ensuring adaptability to a
wide range of imaging datasets. Finally, the system contributes to advancing precision medicine by bridging the gap
between imaging data and actionable clinical insights, marking a transformative step toward data-driven healthcare
solutions. In conclusion, the proposed system bridges the gap between traditional diagnostic workflows and next-
generation Al-driven healthcare. By combining handcrafted feature-based machine learning models with powerful deep
learning architectures, the framework ensures a comprehensive and scalable approach to liver disease detection. Its
adaptability to evolving imaging datasets and potential for integration into telemedicine platforms position it as a
valuable tool for modern healthcare. Ultimately, this system strives to enhance diagnostic confidence, support early
intervention, and contribute to improved patient care outcomes through precise, accessible, and data-driven decision-
making.

3.1 Proposed System Architecture

The proposed system architecture for our liver disease detection system, as illustrated in the diagram, is designed to
efficiently integrate machine learning and deep learning techniques to provide accurate, early, and user-friendly
diagnostic support. The architecture begins with the user, typically a radiologist or healthcare professional, who
interacts with the system through an intuitive web-based interface. This interface allows for seamless upload of CT and
MRI images, ensuring accessibility for users with minimal technical expertise. The uploaded images are first processed
through a pre-processing module, which enhances image quality and reduces noise using techniques such as median
filtering. This step ensures that the images are optimized for analysis, improving the clarity of lesion details and overall
diagnostic performance. Following pre-processing, a segmentation module isolates the liver and lesion regions using
ground truth masks and morphological operations. Accurate segmentation ensures that only relevant regions of interest
are analysed, eliminating background noise that could affect model predictions. Once segmented, the images undergo
feature extraction, where advanced texture analysis methods such as Gray-Level Co-occurrence Matrix (GLCM), Local
Binary Patterns (LBP), and Segmentation-based Fractal Texture Analysis (SFTA) are applied. These features capture
fine grained textural differences in liver tissues that are crucial for distinguishing between conditions such as
hepatocellular carcinoma, cirrhosis, hepatic cysts, and hepatic steatosis. The extracted features are then fed into a set of
machine learning classifiers, including Support Vector Machines (SVM), Random Forest, and Naive Bayes, each
trained to classify liver diseases based on these handcrafted features. In parallel, a deep learning module powered by a
Convolutional Neural Network (CNN) performs end-to-end automated classification. Unlike traditional methods, the
CNN directly learns 19 Early Detection of Liver Disease Using Machine Learning and Predictive Analysis hierarchical
patterns from preprocessed CT and MRI images, achieving superior accuracy in complex cases. Both ML and DL
models are evaluated using validation datasets, with performance metrics such as accuracy, precision, recall, and F1-
score recorded for comparison. Results are logged into a model performance repository, enabling continuous
monitoring and improvement of the system. The prediction results, along with confidence scores and class
probabilities, are sent back to the user interface. Here, clinicians receive a clear and concise report, including the
predicted liver disease class and a visual representation of model confidence. This empowers healthcare professionals
to make informed diagnostic decisions quickly and accurately, reducing reliance on invasive tests and minimizing
diagnostic delays. Key benefits of the proposed architecture include its hybrid approach combining machine learning
and deep learning, support for multiple liver disease classes, and integration with user-friendly interfaces designed for
real-world clinical workflows. By leveraging advanced Al techniques, comprehensive datasets, and automated feature
extraction, the system addresses the limitations of existing solutions, offering a robust, scalable, and efficient
framework for early and reliable liver disease detection.
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Figure 3.1: Flow Chart of proposed system
IV. ALGORITHM

Step 1: Input Acquisition
1.1 Load abdominal CT or MRI image from dataset or user upload.
Step 2: Image Pre-processing
2.1 Convert the image to grayscale if in RGB format.
2.2 Apply median or Gaussian filtering to remove noise.
2.3 Perform morphological operations (e.g., opening or closing) to refine organ boundaries. Step 3: Segmentation
3.1 Apply global thresholding to segment the liver region from the background.
3.2 Generate a binary mask highlighting the liver area.
Step 4: Feature Extraction
4.1 From the segmented liver region, extract texture-based features:
a. GLCM - Gray-Level Co-occurrence Matrix features.
b. LBP — Local Binary Pattern features.
c. SFTA — Segmentation-based Fractal Texture Analysis features.
4.2 Represent each image as a numerical feature vector.
Step 5: Machine Learning Classification
5.1 Train machine learning models (SVM, Naive Bayes, Random Forest) using extracted feature vectors.
5.2 Predict the class of the input image using the trained ML models.
5.3 Evaluate performance using metrics such as accuracy, precision, recall, and F1-score.
Step 6: Deep Learning Prediction
6.1 Feed pre-processed or segmented images into a trained Convolutional Neural 24 Network (CNN). Early Detection
of Liver Disease Using Machine Learning and Predictive Analysis 6.2 Perform end-to-end prediction by automatically
learning hierarchical features.
6.3 Output the predicted liver disease class with confidence level.
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V. RESULT ANALYSIS

The performance of the proposed system was evaluated using both machine learning and deep learning models. Each
model was trained and tested on liver disease datasets consisting of segmented CT and MRI images, with performance
measured using standard evaluation metrics such as accuracy, precision, recall, F1-score, and confusion matrix.

Machine Learning Result Analysis

Three machine learning algorithms—Support Vector Machine (SVM), Naive Bayes, and Random Forest—were
applied to texture features extracted from segmented medical images using GLCM, LBP, and SFTA techniques. After
preprocessing and splitting the dataset into training and testing sets, the models achieved the following accuracies:

Random Forest Classifier:

Accuracy: 93% —96%

Strengths: Managed feature interactions well and delivered consistent, reliable predictions with minimal
overfitting.

Support Vector Machine (SVM):

Accuracy: 90% — 94%
Strengths: Effective for high-dimensional texture features, providing clear separation between liver disease classes.
Naive Bayes:

Accuracy: 78% — 84%
Limitations: Lower performance due to the independence assumption of features, which is less suitable for complex
medical imaging data.

Conclusion: Among machine learning models, Random Forest demonstrated the best performance due to its robustness,
ability to handle non-linear feature relationships, and stable accuracy across multiple texture descriptors.

Deep Learning Result Analysis

The Convolutional Neural Network (CNN) was trained on an augmented dataset of segmented CT and MRI liver scans.
Preprocessing and segmentation improved feature clarity, enabling the CNN to learn robust hierarchical patterns
directly from the images.

e Validation Accuracy: Achieved 91% — 95% within 40-50 epochs.

Classification Report: Showed high precision and recall across all four liver disease categories:
Hepatocellular Carcinoma

Cirrhosis

Hepatic Cyst

Hepatic Steatosis

Confusion Matrix: Indicated minimal misclassifications, with most liver disease classes predicted correctly. The
CNN excelled in distinguishing closely related conditions, especially Cirrhosis and Hepatocellular Carcinoma.

Conclusion: The CNN model demonstrated outstanding performance in automatically identifying liver diseases from
CT/MRI images. Its accuracy matched or exceeded that of traditional ML models, especially when combined with
image segmentation and augmentation, highlighting its potential for real-world clinical application.

Accuracy: Accuracy measures the overall correctness of predictions made by the system. It is calculated as the ratio of
correctly predicted instances to the total number of instances. A value closer to 1 (or 100%) indicates a highly reliable
model. In addition to accuracy, metrics such as true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN) provide deeper insight into the system’s performance, helping evaluate its sensitivity and specificity in
clinical applications.

TP+TN

Accuracy = ———
Y T TP+TN+FP+FN
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Precision =
TP+FP
TP
Recall =
TP+FN

True Positives (TP): Correctly predicts the positive class.
True Negatives (TN): Correctly predicts the negative class.

False Positives (FP): Incorrectly predicts the positive class when the actual class is negative.
False Negatives (FN): Incorrectly predicts the negative class when the actual class is positive.

Precision: Precision measures the proportion of correctly predicted positive cases out of all cases predicted as positive
by the system. It indicates how many of the predicted positive results are actually correct. A value close to 1 (or 100%)
signifies that the model makes very few false positive errors, which is crucial in medical diagnostics to avoid
unnecessary treatments or interventions.

Table 5.1.1: Result Metric

Metric Value
Training Accuracy 98%
Validation Accuracy 95%
Test Accuracy 96%
Training Loss 0.08
Validation Loss 0.12
Test Loss 0.1
Average ROC-AUC Score 0.97

Table 5.1.2: Classification Report

Class Precision | Recall F1-Score Support
Hepatocellular Carcinoma 0.97 0.95 0.96 146
Cirrhosis 0.95 0.99 0.97 131
Hepatic Cyst 0.97 0.94 0.95 119
Hepatic Steatosis 0.96 0.96 0.96 75
Overall Accuracy 0.96 471
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VI. ADVANTAGES AND LIMITATIONS

Advantages

The proposed liver disease detection system utilizing machine learning and deep learning techniques offers several
significant advantages, making it a highly effective solution for medical diagnostic applications. One of the primary
benefits is its high accuracy and reliability in detecting and classifying various liver diseases. By combining traditional
ML classifiers such as Support Vector Machine (SVM), Random Forest, and Naive Bayes with deep Convolutional
Neural Networks (CNNs), the system leverages the strengths of both approaches to provide robust predictions even
when faced with complex and noisy medical imaging data. Furthermore, the system excels at automated feature
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extraction and analysis, eliminating the need for manual interpretation and reducing human error. Handcrafted texture
features like GLCM, LBP, and SFTA capture fine-grained tissue details, while the CNN automatically learns
hierarchical representations, enabling early detection of subtle disease patterns. This dual approach enhances diagnostic
precision and supports timely intervention, critical for improving patient outcomes. Another major advantage is the
system’s scalability and adaptability. It can be seamlessly trained on large, diverse datasets of CT and MRI images,
ensuring generalizability across different imaging conditions and patient populations. Continuous model updates and
dataset expansions further enhance its predictive capability, making it suitable for widespread clinical adoption. The
system is also non-invasive and time-efficient, reducing the need for invasive procedures like biopsies. Its automated
pipeline from image preprocessing and segmentation to classification significantly cuts down diagnostic turnaround
time, enabling clinicians to make faster, data-driven decisions. Lastly, the system’s user-friendly interface and
transparency build trust among healthcare professionals. Clear visualization of predictions, class probabilities, and
model performance allows clinicians to understand and confidently act upon the results. In summary, the proposed liver
disease detection system’s accuracy, automation, scalability, and efficiency make it a powerful diagnostic tool. By
supporting early and reliable disease detection, it has the potential to improve patient care, reduce diagnostic delays,
and enhance overall healthcare delivery.

Limitations

While the proposed liver disease detection system demonstrates high accuracy and advanced capabilities, it also
presents certain limitations that must be addressed for optimal performance and clinical adoption. One of the primary
challenges is computational complexity, particularly with deep learning models such as Convolutional Neural
Networks (CNNs). Training CNNs on large medical image datasets requires significant processing power and time,
making it resource intensive and potentially unsuitable for real-time diagnostics in settings with limited hardware
availability. Another limitation lies in the requirement for high-quality and labeled medical imaging data. Machine
learning and deep learning models rely heavily on annotated datasets for effective training and validation. However, in
many clinical environments especially in low-resource settings such annotated medical images may be scarce or
inconsistent, limiting the model’s ability to generalize and perform accurately on unseen cases. The interpretability of
predictions is also a concern. While traditional ML models like Random Forest and SVM offer some level of feature
importance analysis, deep learning models often function as "black boxes." This lack of transparency can hinder
clinical trust, as healthcare professionals may be hesitant to rely on predictions that are not clearly explainable or
traceable to specific medical features. Additionally, the segmentation process which is critical to extracting accurate
texture features can be error-prone if the ground truth masks or thresholding parameters are not well optimized.
Inaccurate segmentation may lead to extraction of irrelevant features, thereby reducing classification performance. The
system also assumes that the relationship between features and disease classes remains consistent across all patient
populations. However, biological variability, imaging protocols, and equipment differences can introduce biases that
reduce the model's performance across diverse hospitals or demographic groups. Finally, while CNNs generally
outperform traditional models in complex visual tasks, they are more sensitive to noise, adversarial inputs, and
overfitting if not properly regularized or trained on diverse datasets. This can limit their reliability in clinical scenarios
where data may be noisy or incomplete. In summary, the limitations of the proposed liver disease detection system
include computational demands, dependency on large and well-labeled datasets, limited interpretability (especially for
CNNs), segmentation sensitivity, generalization challenges, and potential overfitting. Addressing these challenges
requires careful model tuning, larger diverse datasets, explainability frameworks, and integration with clinical
validation to ensure safe and effective deployment in real-world healthcare environments.

VII. FUTURE SCOPE

Early Detection of Liver Disease Using Machine Learning and Predictive Analysis The future scope for liver disease
detection systems utilizing machine learning and deep learning is vast and promising, with advancements in
technology, data availability, and healthcare infrastructure poised to further enhance their accuracy and clinical impact.
One significant area of future development is the integration of Internet of Things (IoT) devices and hospital
information systems (HIS). Real-time patient data, including laboratory results, imaging updates, and vital signs, can be
continuously fed into the system, enabling dynamic and highly personalized disease detection and monitoring. Another
promising direction is the incorporation of large-scale medical imaging repositories and remote sensing technologies.
Access to federated, multi-centre datasets will allow the models to learn from diverse patient populations and imaging
protocols, improving generalizability and diagnostic reliability. Cloud-based deployment can further enhance
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accessibility, enabling clinicians in remote or resource-limited areas to benefit from Al-powered diagnostics. Advances
in data science and Al algorithms also hold potential for improving liver disease detection. Hybrid systems that
combine handcrafted feature extraction (GLCM, LBP, SFTA) with advanced deep learning architectures, such as
transformer-based vision models, can significantly boost prediction accuracy and robustness. Techniques like
explainable Al (XAI) will make these models more transparent, helping clinicians trust and understand Al-driven
decisions. Personalization and adaptive learning represent another key frontier. Future systems could evolve to provide
tailored diagnostic insights for individual patients by learning from their medical history, imaging patterns, and
treatment responses. Adaptive algorithms could continuously improve accuracy by incorporating feedback from
radiologists and new patient data, ensuring that the system stays current with evolving medical knowledge. Moreover,
integration of prognostic and sustainability metrics into the diagnostic pipeline can help predict disease progression and
optimize resource utilization. By analysing patient specific risk factors and treatment options, such systems can guide
more efficient and patient-centred healthcare. Lastly, improving user interface design and accessibility will be crucial.

VIII. CONCLUSION

In conclusion, the integration of machine learning and deep learning techniques for liver disease detection represents a
transformative advancement in modern medical diagnostics, addressing the urgent need for early, accurate, and reliable
detection methods. By combining handcrafted feature-based models such as Support Vector Machines (SVM), Random
Forest, and Naive Bayes with the end-to-end capabilities of Convolutional Neural Networks (CNNs), the system offers
robust and precise predictions, significantly improving diagnostic efficiency and accuracy. Its ability to process large
datasets of CT and MRI scans and learn complex patterns from imaging data makes it particularly suitable for the
intricate and variable nature of liver diseases. The adoption of Al-driven liver disease detection not only supports early
diagnosis but also reduces the reliance on invasive procedures, enhances clinical decision-making, and helps streamline
the diagnostic workflow. By analysing a wide range of imaging features and providing confidence scores, the system
delivers actionable insights that aid clinicians in tailoring treatment strategies to individual patients, ultimately
improving patient care and outcomes. Despite these advantages, challenges remain in implementing such systems in
real-world clinical environments. Issues related to the need for large, well-annotated datasets, computational demands,
and interpretability of deep learning models must be addressed. Additionally, ensuring accessibility for healthcare
professionals in resource-limited settings is vital for widespread adoption and equitable benefit.
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